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- Suppose you have sequence of coins and you'd like to sort them - Using insertion sort should seem to be unnecessary

- Much easier to just count the number of pennies, nickels, dimes, quarters, 50 -cent pieces, loonies, and toonies



## Sorting coins

- Going back to our coin example, here's probably the wrong way to go about it:
- Find how many pennies there are
- Next, find how many nickels there are, etc.
- Instead, the more reasonable approach would be to keep a tally of how many pennies, nickels, dimes, etc. there are and then walk through the list ticking off how many we have seen of each:


Pennies $\checkmark \checkmark \checkmark \checkmark$
Nickels $\checkmark \checkmark$
Dimes $\checkmark \checkmark$
Quarters $\checkmark \checkmark$

50-cent pieces $\checkmark \checkmark \checkmark \checkmark \checkmark$
Loonies $\checkmark \checkmark \checkmark$
Toonies $\checkmark \checkmark \checkmark \checkmark$


- Thus, suppose we are asked to sort this array
$\square$
- Suppose we are made aware that the entries in this array do not exceed the value 9 :

- Also, at this point, we no longer need to know the capacity of the original array: the capacity equals the sum of our tally

$$
3+2+2+4+2+2+3+0+4+2=24
$$

- Thus, given these two arrays, we now must create a sorted array

- Previous, we had to swap entries
- However, now, we proceed as follows:
- Fill the first three entries with 0 s
- Fill the next two with 1s
- Fill the next two with 2 s
- Fill the next four with 3 s
and so on, until the array is full
- Finishing our algorithm:
void counting_sort( unsigned int
array[],
std::size_t const capacity,
unsigned int const max_value ) \{ unsigned int counting_array[max_value + 1] $\}$;
for ( std::size_t k\{0\}; k < capacity; ++k ) \{
++counting_array[ array[k] ];
\}

std: : size $t$ posn $\{0\}$; $\quad$| 0 | 1 | 2 | 3 | 4 | 6 | 7 | 8 |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 2 | 2 | 4 | 2 | 2 | 3 | 0 | 4 | 2 |

for ( std::size_t k\{0\}; k <= max_value; ++k ) \{
for ( std::size_t count \{0\}; count < counting_array[k]; ++count ) \{ array[ posn ] = k;
++posn;
$\}^{\}}$
assert( posn == capacity );
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Filling in the original array

- Take a minute to try to design an algorithm to repopulate the array with the entries in order

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 6 | 0 | 5 | 0 | 3 | 4 | 3 | 0 | 9 | 4 | 8 |  | 3 | 8 | 1 | 2 |  |  |  |  |  |  |  |


void counting_sort( $\begin{aligned} & \text { unsigned int } \\ & \text { std::size_t }\end{aligned} \underset{\text { array [], }}{ }$ const capacity, std::size_t const capacity,
unsigned int const max_value ) \{ unsigned int counting_array[max_value +1 1] $\}$;
for ( std::size_t k\{0\}; k < capacity; ++k ) \{ ++counting_array ];
\}
\} // Now re-populate the array with the entries in order

##  Filling in the original array

- Here is another approach
- Create a second array, with one extra entry
- Let the $k^{\text {th }}$ entry of this second array be the sum of the entries from $\theta$ to $\mathrm{k}-1$ in the counting array

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 2 | 2 | 4 | 2 | 2 | 3 | 0 | 4 | 2 |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 0 | 3 | 5 | 7 | 7 | 11 | 13 | 15 | 18 | 18 |
| 0 | 22 | 24 |  |  |  |  |  |  |  |

unsigned int cumulative_array[max_value + 2]\{\};
for ( std::size_t k\{1\}; k < max_value + 2; ++k ) \{ cumulative_array[k] = cumulative_array[k - 1] + counting_array[k-1];
\}
assert( cumulative_array[max_value + 1] == capacity );

- How do we use this new cumulative array?

$$
\begin{array}{|l|l|l|l|l|l|l|l|l|l|l|}
\hline 0 & 1 & 2 & 3 & 4 & 5 & 6 & \\
\hline 0 & 3 & 5 & 7 & 11 & 13 & 15 & 18 & 18 & 22 & 24 \\
\hline
\end{array}
$$

- This says:
- Indices $\theta$ to 2 should be populated with $\theta$
- Indices 3 to 4 should be populated with 1
- Indices 5 to 6 should be poplated with 2
- Indices 7 through 10 should be populated with 3
- Note that indices 18 through 17 should be populated with 7


- In a sense, the first approach is superior, as it doesn't require a second intermediate array
- The goal here, however, is to demonstrate there are different algorithms, and you may come across a situation where instead of the counting array, you only have the cumulative array


##  <br> Counting the number of appearances

void counting_sort( $\underset{\text { unsigned int array[], }}{\text { std: }}$ size t const capacity,
unsigned int const max_value ) \{
unsigned int counting_array[max_value +1$]\}$;
for ( std::size_t k\{0\}; k < capacity; ++k ) \{
++counting_array[array[k]];
\}
unsigned int cumulative_array[max_value + 2]\{\};
for ( std::size_t k\{1\}; k < max_value + 2; ++k ) \{ cumulative_array[k] = cumulative_array[k-1] + counting_array[k-1];
\}
assert( cumulative_array[max_value + 1] == capacity );
for ( std::size_t value\{0\}; value <= max_value; ++value ) \{ for ( std::size_t k\{ cumulative_array[value] \}; k < cumulative_array[value + 1]; ++k) array[k] = value;
\}
@ese \}
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- The answer is, of course, it depends
- For example, which is likely faster?
insertion_sort( array, 10 );
counting_sort( array, 10, 1000000 );
- How about now?
insertion_sort( array, 1000000 );
counting_sort( array, 1000000, 10 );
- In your course on algorithms and data structures,
you will learn about asymptotic and algorithm analysis
- You may have already seen "big-O" notation in your calculus course
- Up to this point, you have been exposed to:
- Insertion sort
- Selection sort
- You may also recall the discussion on merge sort
- What is the fundamental difference between these sorting algorithms and this sorting algorithm?
- In these first three, we compared values in the array:
void insert( double array[], std: :size_t capacity ) \{
double value\{ array [capacity - 1] \};
std: size_t k\{ capacity - 1 \};
for (: array $[k-1]>$ value: - - $)\{$ array $[k]=\operatorname{array}[k-1]$;
\}

$$
\text { array }[k]=\text { value; }
$$

\}

[1] Wikipedia,
https://en.wikipedia.org/wiki/Counting_sort
[2] Dictionary of Algorithms and Data Structures (DADS)
https://xlinux.nist.gov/dads/HTML/countingsort.html

## When

- Following this presentation, you now:
- Understand the idea behind a counting sort
- Have seen two different implementations
- The first puts the appropriate number of each value into the array
- The second used a cumulative array to determine what goes where
- Understand that there are circumstances where this algorithm will be faster than insertion sort, and other circumstances where it will be slower
- Are aware that this algorithm does not compare the relative values of entries in the array, we simply count what is there
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